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Abstract

User preferences for automated assistance of-
ten vary widely, depending on the situation, and
quality or presentation of help. Developing effec-
tive models to learn individual preferences online
requires domain models that associate observa-
tions of user behavior with their utility functions,
which in turn can be constructed using utility
elicitation techniques. However, most elicitation
methods ask for usergredictedutilities based

on hypothetical scenarios rather than more real-
istic experienceditilities. This is especially true

in interface customization, where users are asked
to assess novel interface designs. We propose
experiential utility elicitation methods for cus-
tomization and compare these to predictive meth-
ods. As experienced utilities have been argued to
better reflect true preferences in behavioral de-
cision making, the purpose here is to investigate
accurate and efficient procedures that are suitable
for software domains. Unlike conventional elic-
itation, our results indicate that an experiential
approach helps people understand stochastic out-
comes, as well as better appreciate the sequential
utility of intelligent assistance.
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the help it provides and the decision to interrupt a user [15]
to account for specific user preferences.

In this paper, we focus oimterface customizatiowhere

the attributes of interface widgets (e.g., location, trans
parency, and functionality) are automatically tailoredhie
needs of specific users. In particular, we are interested
in intelligent systems that learn to predict user goals over
time based on observed user behavior, and suggest ways
(e.g., through interface customization) to help the user
complete the desired goal. Considerable work has been de-
voted to the prediction of user needs and goals (e.g., [16;
1; 28; 3] among others), much of it is focused on devel-
oping probabilistic models of user goals. Less emphasis
has been placed on assessing user preferences for software
interaction and customization (for exceptions, see [11;
17]). However, accounting for user preferences is criti-
cal to good interface customization. For instance, comside
automated word completion [10]. Some users may pre-
fer single-word suggestions, while others may prefer sev-
eral different suggestions. Similarly, some users may be
satisfied with “partial help” (e.g., a partially correct wior
that saves a few keystrokes) while others may wish to use
only completely correct completions. These preferences,
and more importantly, a usergrength of preferencere
needed to make suggestion decisions: preferences must be
weighed against the probability of specific user goals.

In this paper, we evaluate the effectiveness of a variety of
preference elicitation techniques for interface custemiz
tion. While elicitation may not be used directly (i.e., on-

line) during application use, most adaptive systems will

: ) make indirect assessments of user preferences (e.g., [32;
important as users are faced with larger, more complex a

licati E ety of t t be t 30; 8; 19]). However, even indirect assessment methods
plications. or a variety of reasons, software must be al'require some knowledge of the range of possible user pref-
lored to specific individuals and circumstances [21]. For

le. adaptive interf ical as diff i erences and how those are (perhaps stochastically) related
example, adaptive Interlaces are critical as diierentalIse y, ,sqraple behavior. In these cases, offline preference
may: require different functionality from multi-purpose

) ; : . elicitation for different customizations can provide valu
software [5]; prgferdlﬁerentmodes oflnteracnon, usi-so able data for the design of an online system.
ware on a variety of hardware devices [12]; or, due to
expanding software complexity, require online and auto-Most existing literature on preference elicitation in A a
mated help to identify and master different software func-well as the majority of that in behavioral decision the-
tions [16]. In the latter case, a system should ideally adapery, assumes that people “know” their preferenagsri-

Intelligent software customization has become incredging
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ori. However, often users have not encountered, nor even|®
considered, the hypothetical situations typically posed i
the elicitation process. This is especially true of sofesvar
customization, since the situations involve novel inteefa
Under these circumstances, people may report i
dicted utilitiesby conceptualizing the posed scenarios and
forecasting their own preferences. However, what people |’
“think they like” can systematically differ from what they
“actually like” [23]. For example, someone who has not Figure 1: Icon suggestions to help the user in a highlighting
actually engaged in a system that offers a range of partidiask implemented as part of PowerPoint 2003.

word completion suggestions may predict that they dislike

the interface in a particular circumstance, but in fact like

when they experience it (or vice versa). this domain and application to motivate the need for prefer-
ence elicitation for interface customization and to highti

i h for interf tomizati our elicitati the difficulties with standard elicitation methods. Our mai
lon approach for intertace customization. =ur elCitation ., i tions are discussed in Sections 4 and 5, but will

“que-ru.as” al!ow users to assesgperienced utilitief25] by . aspply more broadly than the task considered here.
providing simple, hands-on tasks and system suggestion

or customizations, drawn from a particular distributiore W
adapt standard elicitation approaches to incorporate suchq The Highlighting Task
experiential queriesOur approach also overcomes some of

the difficulties with vyell—establlsheq _procedures (.e.g_ans_ Consider a user authoring slides in PowerPoint who wishes
dard gambles) that involve probabnmes over a distriboti highlight important phrases and new terminology by ap-

0; outcom_](ca_s. we eXF"Or? this nkew f;\]pproach n the ?Ohmixﬁlying a particular font stylization. For aesthetic reason

I(') ﬁ_spem Ic customization task—t ; ShUQQGﬁt'On OT NI9N4he user tends to choose from just a few highlighting styles
I'gl t|r|1.g.op_t|onsf|fn PowerPoint — and show t atfexperlen-that are consistent throughout a presentation, and pgssibl
tial elicitation offers a more accurate means of assessing.,qq multiple presentations. This consistency provides
guantitative tradeoﬁs in prefe_ren_ces. anortunatel)e oN the opportunity for an intelligent system to observe and

drawback of gxpenentlal queries is the time they take. TQg m user-specific patterns, so that it can offer useful sug

counteract this, we also propose two hybrid models that at; o«tions in the future. Figure 1 shows an example tool-

tempt to assess experienced utilities somewhat more (tim ar with 10 icons, each suggesting a particular set of font

efficiently. Our results show that one hybrid procedure Pro-haracteristics that can be applied to highlight the setect

vides a good appro?dmation to the experiential approach i'bhrase “patient” Many repetitive tasks in PowerPoint and
a much more effective manner. other software can benefit from automated suggestions de-

In Section 2, we outline the basic customization domainsigned to minimize user effort.

and describe the underlying decision-theoretic model usegve assume that in a highlighting task, the user has a cer-
to provide assistance to users. We describe essential bacllél-In style in mind, which involves chan’ging some number
ground on preference elicitation in Section 3. Ourapproacl’bf font featuresto make it stand out from the rest of the
to experiential elicitation for interface customizatiarpre- text. We define theomplexityof a highlighting style as the
s_ented In Sec“?” 4, aslis our empirical evaluation. In SeChymber of font feature values required to create it. In other
tion 5 we consider two hybrid approaches that acceleratg,, s thjs is the number of events that the user must ex-
the experiential procesgrimed and primed+ elicitation, ot to make a phrase different from neighboring text or

and evgllljate the|rr:effe(f:1t|v§nesst.)lThe key ber;)eflt IN OUN'€X5ome baseline default font style. For example, relative to
periential approachis that it enables users to betterreer “plain” black text, a bold, italicized font has complexity 2
gueries and assess the sequential utility of an interfaxe vi

hands-on experience. As a result, our approach can provide® assist the user with the highlighting task, our system
a more accurate picture of the user’s preferences. can suggest a toolbar with a number of icons, each offering

some combination of font features shown by the charac-

L . ters “Aa” (as illustrated in Figure 1). The user may: se-

2 The Customization Domain lect one of these icons to apply the associated font style;

complete the highlighting task purely manually using the
We are interested in developing intelligent systems that pe mouse (e.g., click on the Bold icon) or shortcut keys (e.g.,
form online interface customization based on user preferpress Ctrl-B); or accept a suggestion, but further refine it
ences and user needs. We focus on a concrete form ofianually by applying (or undoing) additional font charac-
customization as an example to illustrate our approach, bueristics. If the toolbar is ignored (e.g., the user corgsmu
note that the general principles apply more broadly. We us#yping), it disappears after a short time.
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A patient person never misses a thing
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For this reason, we propose a noealperiential elicita-



2.2 Predictive Modd & Assistance Decisions In other words, quality of the suggestion alone may not
predict system utility. For example, someone who cur-
Intuitively, the value of highlighting suggestion depeods  rently needs help with a difficult task may benefit greatly
the amount of savings it offers relative to manual task comfrom partial suggestions that help the user identify thet nex
pletion. There are also costs to suggestions: interruptiorgteps, while someone who is highly independent may not
processing costs, mode switching, etc. We discuss the regyen accept (or find value in) suggestions of perfect qual-
ative value and costs of a set of toolbar suggestions belovpt.y_ In other words, theerceived utilityof automated help
Notice, however, that the value of a suggestion cannot bgs a function of certain user characteristics, such as how
known with certainty: the system can only make a stochasmych help the user needs or how independent the user is.
tic prediction about the user’s true intended goal. Thesgn a probabilistic model, these characteristics are hidden
predictions must be weighed against the overall costs angser variables that need to be estimated online based on se-
benefits of making (or not making) a suggestion. quences of observed user behavior. In our initial design,
While our aim is not to discuss predictive models, we give aVe focus on neediness only. Examples of observable char-
sketch of our system model in order to place our elicitation?cteristics that a system can use to infer the user's needi-
results in the appropriate context. We focus specifically or/€SS level include the user being stuck (i.e., pausing durin
highlighting goalsin which the user desires a certain style @Sk activity) or looking for help (i.e., browsing withoug-s
(combination of font attributes). The system observes pa§?0t'°n)-2 These observations often arise in difficult tasks.
user events and learns user-specific styles, which aredstord Nerefore, we define the user's level of needin¥gs) as
in a goal library. For each goal, the system creates a proi function of how difficult the goay is to the user. (We
abilistic event model (a stochastic automaton), and at run€Xplain how we simulate user neediness in a controlled ex-
time maintains a distribution over goals given the streanrP€rimentin Section 4.2.)

of observed user events. Suggestions are made (or nokpart from potential savings, toolbar suggestions als@hav
decision-theoretically using a partially observable Mark associated costs. In generiaformation processingefers
decision process (POMDP) [2] to tradeoff goal probabili-to the user scanning and evaluating a set of items of similar
ties with the costs and benefits of various suggestions [1%ature. Common interface examples that require informa-
given specific user preferences. We elaborate on the co§bn processing are menus and toolbars. Research in HCI
model in Section 2.3, as well as how user preferences cagggests that the time it takes a user to process a set of

be incorporated into a POMDP in Section 3. items in an interface is a function of the number of items
and the search strategy used based on the expertise level of
2.3 TheValue and Costs of Suggestions the user [13; 22; 14]. In adaptive toolbars, the icons are al-

_ _ ways changing, so users cannot develop a search strategy to
By selecting one of the suggested icons, the user saves thenimize processing time. To model processing time, we

effort of manually completing the task herself (or somefocys only on the number of items in an adaptive toolbar.
part of the task).Savingsis an objective measure of help \\e define lengthL(t) to be the number of icons in
quality, reflecting the number of steps/actions a user avoid

by accepting a suggestion. Common examples that prdDepending on the specific system action, costs other than
vide savings are auto-completion and the Office 2007 miniinformation processing may be relevantin determining sys-
toolbar. Research in human-computer interaction (HCIfem utility. We refer interested readers to [20] for a deil
suggests that the manual effort of interaction (e.g., movdiscussion of interaction cost models.

ing the mouse, typing, mode switching) is a function of the

user’s actions, the number of such actions, and the mode% Preference Elicitation

used to execute them [6]. The quality of help actions in

adaptive systems can be defined similarly, capturing then order for the system to choose a good toolbar to help the
difference between manual effort required by the user with,ser, it needs a model of the user's preferences for possi-
and without help. We define the qualify(i|g) of a sug-  ple suggestions. The value of a suggestiatepends on
gestion icor (given a goal) to be this difference. Since the yser’s utility function with respect to user needin&ss

we expect users to pick the best icon available, we defingyg|par lengthZ, and suggestion qualitg. Let O be the

the quality of toolbar to beQ(t[g) = maxic; Q(ilg), the  set of possible outcomes over the values of these three at-
maximum effort saved by any icon in the toolbar. tributes. We use notation suchsas, (5, ¢4 to represent the

The subjective value of help may vary depending on cerfutcome with the user's neediness level ghigh) and the
tain user features, such as neediness and distractitiity [ toolbar showing five icons with toolbar quality The need

19], frustration/distress [26; 9; 19], and independengg.[1 for @ utility function (rather than qualitative preferesye
S should be apparent given the stochastic nature of goal esti-
10f course, since the goal is only known stochastically, €X-mation.

pected quality must be computed relative to the systemigfgel
about the user’s current highlighting goal. 2Bayesian models exist for learning neediness [16; 19].



A user’s preferences for particular outcomes, includingpothetical settings can differ systematically from whatth
their strength of preference, can be represented bijl-a  actually like [25; 23; 24; 18]. For these reasons, we investi
ity function v : O — R, whereu(o;) > u(o;) iff 0, is  gate alternative elicitation mechanisms that overcormsethe
preferred too;, andu(o;) = u(o;) iff the user is indif-  difficulties.

ferent betweem; ando;. For convenience, we normalize
utilities to the interval0, 1], definingo " to be the best out-
come withu(o ") = 1 ando, to be the worst outcome with
u(or) = 0. A utility function can be viewed as reflect-
ing qualitative preferences ovietteries(distributions over
outcomes) [27], with one lottery preferred to another Hf it
expected utility is greater. LeSG(p) = (p,0';1-p,0.)
denote astandard gamblea specific (parameterized) lot-
tery whereo " is realized with probability ando, is re-
alized with probabilityl — p. The expected utility of this
lottery isp.

Preference elicitation in interface customization has-typ
cally adopted a qualitative approach to assessing user pref
erences that learns preference rankings without learning
the strength of those preferences [29; 31; 11] (although
Horvitz et al. [17] uses “willingness to pay” to quantify
the cost of interruption). However, given the stochastic na
ture of goal estimation, we require estimates of utility as
discussed above. To do this within our POMDP, we re-
guire some means of associating observed user behavior
with utility functions. While direct online elicitation isot
(completely) feasible, offline elicitation can be used te de
Thestandard gamble que8GQ) for outcome; asks the  velop the required models. For instance, utility functions
user to state the probabilityfor which she would be indif-  elicited offline can be clustered into a small setuser
ferent betweerfG(p) and outcome; [27]. This type of  types[7], which the POMDP assesses online. Online as-
query is extremely informative as it asks the user to assessessment of user types may be done passively [19] or ex-
a precise tradeoff involving;, and indeed fixes(o;) on  plicitly through active elicitation [4]. In this context, ev

the normalized scale. However, this makes such queriegropose to use an experiential elicitation procedure tiycar
practically impossible to answer with confidence. Moreout offline elicitation experiments with real users, which w
cognitively plausible arbound queriesThe bound query describe in the next section.

B(oi,p) asks the user whether she would pref&r(p)

to 0;. A po§itive response places an upper .bo_unqbof 4 Experiential Elicitation

onu(o;), while a negative response places a similar lower
bound. Their yes/no nature makes bound queries easier fqr

le t | inciole. bound : b o facilitate interpretation of bound queries, we develop a
people 1o answer. In principle, bound queries can be usegxperientiak/ersion of bound queries which allows the user
to incrementally elicit utility functions to any requiree-d

¢ ision by i tallv refining the bound to “experience” both query options (including the stochas-
gree of precision by Incrementally refining Ih€ bounds ory; one) before stating a preference. The user is asked to
utility outcomes, at each stage giving rise to a more refine

t offeasibleutility functi th ‘stent with th ompletek simple tasks using the system in each of two
set offeasibleutility functions (those consistent wi € ways: theSG(p) option showso " in fractionp of the &

bounds). In practice, as the feasible regions for each P3asks and, in the remaining tasks (in random order). In

rameter become sr_nall, th? queries will generally becom?his way, the user “experiences” a stochastic mixture of in-
harder to answer with confidence. terfaces. The deterministic option also requitgéask com-

In practice, a lottery is presented as textual (or verbal) depletions, but all using the same interfage After each op-
scription of two outcomes and their probabilities, posgibl tion, the user is asked to reflect on what she liked and dis-
accompanied by visual aids representing the outcomes. Wiked about the experience — which could be a function of
refer to this delivery of bound query aganceptual query the effort required by the tasks, toolbar “processing” cost
since people are asked to think about the two alternativethe satisfaction in having toolbar help available, or theeea
before making a decision. During conceptual elicitation inof interaction — and to indicate her preference. The re-
our domain, each query involves asking the user to thinksponse provides a boundgator o;.

about the two options by imagining the use of two separate

systems to complete the highlighting tasKG(p) corre- 4.1 Experiential Elicitation for Interfaces

sponds to using an adaptive system repeatedly, with per-

centagep of the instances involving the best interface ~ We elicitU (N, L, Q) from users using the interface shown
and the resb, . Optiono; corresponds to using a static in Figure 1. We use: = 10 tasks for each alternative
system repeatedly. in the query, so each query involves the user completing

i , ... 20 highlighting tasks. To reduce the cognitive burden and
Though theoretically appealing, people often have diffi-c. oo iment time, we elicit only/(N, L, Q) for the val-

culty assessing the probability parameter in SGQs [27]uesQ € {0,2,4}, L € {1,5.10}, andN e {0,1}
Similarly, bound queries with precise probabilities can beryq giscretization yields a range of 18 outcomes. Simi-

hard to conceptualize in this domain, with people havingj, .y \ve discretize query probabilitie), 0.1, 0.2, .., 1.0].
difficulty comparing interface “lotteries” with a fixed out- We defineo” = n0,i1,q¢4, since the user is at a low

come. Finally, a user's assessment of what they like in hyTevel of neediness and receives the best help possible, and



o1 = nl,110, q0, since the user is at a high level of needi- .

ness and receives the worst help possible.

0.8r
When the system suggests a toolbar, the user can select one

icon or ignore it altogether. If the wrong font style is cho- 06
sen, or the suggestion is ignored, the user must carry out £
the highlighting task manually. Each task requires the user 0.4r

to carry out several separate actions, and applying an-incor

rect style requires additional fixes. |

2
Quality

4.2 Conceptual vs. Experiential Elicitation . _ . . .
® P Figure 2: Partial utility functions fon0, /10 as a function

of @ elicited from 3 users in the Experiential condition.

We compared experiential and conceptual queries SXPCTTines are drawn at the midpoints of the resulting bounds

mentally to investigate their impact on elicitation based o
several criteria: the efficiency (duration) of the procegur
the cognitive demand imposed on users; the interpretabilitcabulary defines the interface environment for a user who
or understandability of queries by the user; and the qualis not needy0).

ity of the elicited responses. In particular, we compare theDuring the elicitation, we posed bound queries and incre-

elicited utilities quantitatively under these two conalits, . : .
and test whether mean utilities elicited under conceptuarlnentally refined the bounds by choosingo be the mid-

elicitation are the same as those under experiential @licit point of the set of feasible utility functions until all the

i . ; outcomes have feasible regions with range0.1. Fig-
tion (our null hypothesisH;). We also examine the gen- . P
eral structure o/ (N, L, Q) to see if users perceive value ure 2 illustrates sample results from a specific elicitation

. ; ' run, showing a partial utility function (for fixed values of
in such simple help, and if any trends across the user POPLY and L) for three users. The elicited bounds are drawn
lation exist in the underlying preferences. :

as error bars (note that discretization prevents us from pin
In addition to verbal descriptions, we used screenshots taing down the utility function precisely). The “blue” user
represent each outcome in the Conceptual condition. Thirflower line), for instance, ha8 < w(n0,110,40) < 0.1.
teen people participated in the Conceptual condition and §he bound at;4 for the blue user is tight because she is
people in the Experiential condition. indifferent betweert'G(.8) ando; = n0, 110, ¢4.

To control for the user’s highlighting goal, we define a Methodological Comparison On average, each exper-
target font stylein each task. As illustrated in Figure 1, iment took 30 minutes in the Conceptual condition and 2
each PowerPoint slide has two sentences with the sameours (divided into two sessions) in the Experiential cendi
words, where the top sentence indicates the phrase higlion. Experiments in the Experiential condition are much
lighted with the target font style. The user must match thdonger because experiential queries require users to carry
first sentence by changing the font style of the appropriateut tasks, while the conceptual queries only require users
words in the second. The vocabulary of target font stylego think about scenarios.

is defined by 7 features—5 of which are binary (bold, un-_. L . : .
Since experiential queries require a series of task comple-

derline, italics, shadow, size increment) and 2 of which are; ) .
: o ions, users became tired early on and found it necessary to
multi-valued (8 colors and 10 font families). All target ton : : ;
take breaks in order to not be confused with the various op-

styles in the experiment have complexity 4. Therefore, if,. . . .
, o ! tions and associated experiences. Users in the Conceptual
the system’s suggestion is perfect, it can save the user from

; condition did not seem tired during the procedure, but they
manually executing (sequences of) 4 separate events. : . . . .
were at times inconsistent with previous responses.

Recall that neediness is a hidden user variable, and ho‘ﬂlthough experiential queries took longer, they provided

much help a user needs is a function of how difficult the . . :
, . . . : hands-on experience and therefore required little vesbal e
user’s goal is to accomplish. In the experiment, we simulate

two neediness settings by controlling the task environmenplanatlon' In contrast, conceptual queries were ofter diff

and thus, making the user goal more difficult to achieve. To™ 35, 2im is to engage isompleteutility elicitation (to the

simulate a needy usen (), we make the task more difficult prescribed accuracy) to develop models of (classes of)preér

by restricting the set of colors to 7 shades of red and the sefrences that can be used in online assessment (e.g., within a
of font families to 4 similar fonts. In this way, the system’s POMDP). For this reason, we do not consider means to “intel-
feature vocabulary, the target font styles in the highliggt ligently” assess only theelevantpreferences, using, say, value of

. . . > _.._information with respect to a specific task, something wigoh-
tasks, and the icons in the toolbar are restricted to S'm'la{al in online assessment. Of course, if general domain caints

colors and fonts: The inter_face in Figure 1 shows an examare known to render various outcomes impossible, we coulder
ple of this neediness setting. The full default feature vo-the elicitation task somewhat.
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of the outcome’s elicited bounds for each user.

Figure 4: Resulting scores for each elicited outcome.

cult to explain, because they require users to first undergcﬁ we found that the mean utilities in the two conditions

stand the aspects of the interface (e.g., amount of effor, re significantly differenty < 0.01. Thus, we rejecy.

needed in manually completing the tasks, controlled quaI:I.0 provide a more detailed comparison, we carried out a

ity of help in the suggestions), then compare the costs anR/vo-tailedt-test with independent means for each outcome.

benefits of a mixture of interfaces with a definitive mter—_ The resulting: score$ are plotted in Figure 4. Only one

face, and finally, i".‘agi”e using the respective interfapes i outcome,n0, 1, q0, is individually significantly different
arepeated scenario. between the two conditions (with 19 degrees of freedom,
Structural Comparison Independently of the elicita- at score of at leasi=2.093 is needed for significance at
tion method, we are interested in the perceived value op < .05).

this adaptive form of customization. The utility functions More interestingly, Figure 4 shows that the meascore

across the 21 users varied widely—some are convex, so : . L
) y el M&nds to be higher for most outcomes in the Experiential
are concave, some are linear, some are “flat” when qual

ity i t perfect. and “flat” when lenath i téondition, including outcomes that provide partial qualit
'y 1S go pertect, a}n some ar% a tW fefn e%? 'S ho elp (¢2) and incorrect suggestions(¢0 andi1, ¢0). This
one. Some examples (using midpoints of feasible regions dicates that users in the Experiential condition pereeiv
are shown in Figure 3. Clearly, user preferences vary

. : AT : greater value in adaptive help than users in the Concep-
widely, even for SFJCh simple highlighting help with three tual condition. The Experiential condition requires users
customization attributes.

to carry out 20 tasks for each query, while the Concep-
In general, the utility functions are monotonically non- tual condition only asked users to “think about” the tasks.
decreasing i) when N and L are fixed, and monoton- With conceptual queries, we believe that participants are
ically non-increasing in. when N and @ are fixed. In less likely to truly perceive the value of automated help
particular, when help quality is higly4), utility decreases in repeated scenarios, and thus, underestimate the utility
slightly asL increases. This is expected as users perceivef these outcomes. We believe that experientially assessed
higher processing costs with more icons. We also see thattilities more accurately reflect the users’ true prefeesnc
partial help(¢2) with L atl1 is qualitatively different than however, our experimental set up does not allow us to draw
I5 or 110, because more icons decrease the chance of thgich a definitive conclusion.

user identifying the single icon that provides partial help

When help quali'gy is low 0), some users pre_fer to see g Waysto | mprove the Experiential

one bad suggestiorl() than many bao! suggestl_orisl@. Elicitation Procedure

There are no general trends in utility given neediness; some

users showed clear differences between the neebyend . S .
Although it seems that experiential queries enable users

not needy %0) scenarios, while others viewed them the I L
same. From this, we see that users perceive value in a&c_) report more realistic preferences, the procedure is time

tomated help, even in simple tasks such as highlighting. ofonsuming (even with simple utility functions over 18 out-
course, more data is needed to draw definitive conclusions “The 72 distribution is a multivariate analog of the Student’s
about possible parametric forms for utilities that could fu ¢-distribution. We used the Moore-Penrose pseudoinversenm

. . . : 2
ther simplify online assessment. PUtLﬂgT -
A t score is a measure of how far apart the two sample means

Quantitative Comparison  Using Hotelling’sT? statis-  are on a distribution of differences between means.



15

comes). Though our intent is to examine methods for of- [ — |

fline elicitation to support models for online adaptation— | N
thus we do not face the demands on online customization
here—even for offline model development this procedure
may be too demanding. We develop two more efficient

0.5 +

elicitation procedures, based on the findings in Section 4.2 3 o ® o . o e 7
Following the same experimental set up, we introduce two = o * -
proceduresprimedandprimed+, that attempt to elicit ex- ?0'5’ . s .
perienced utility more effectively. The Primed condition ; . ° ° R

uses a training session to familiarize users with the in- ~

terface and the attribute¥, L, Q; but the elicitation pro- 15t N
cedure itself still relies on conceptual queries only. The

Primed+ condition uses this training session plus 5 experi- & & & & & F F 5 FdFF S F S S S
ential queries at the start of the elicitation. The remajnin DR D R

elicitation is done using conceptual queries only. Figure 5: Resulting scores for each elicited outcome.

Similar to the previous experiment, we want to test whether

t_he mean utilities elicited un(_je_r the Conceptua_l condisiy the toolbar—a cost that would otherwise be “unknown”
tion are the Same as those elicited under the Primed ang] ¢ Conceptual condition—but that the short experience
Primed+ cond|t|0r!s_(our m_m hypothes&ﬁo). A tot_al of 9 \yasinsufficient to provide the user with a sense ofitae-

and 8 people participated in the Primed and Primed+ CONggits of help. In both the Primed and Conceptual condi-
ditions respectively. tions, the cognitive demand involved in repeated highlight
Methodological Comparison  Both procedures were ing tasks and the value of help is consistently underesti-
easier to administer than the experiential and conceptudnated. In contrast, the Primed+ condition and its five ex-
ones. First, the familiarity acquired in the training sessi periential queries provide a sense of long-term benefits of
reduced the need to explain the interface to the users. Owsing the toolbar. Indeed, in Figure 5, the general pattern
average, each experiment took 30 minutes in the Primethdicates that Primed+ approaches Experiential. These re-
condition and 60 minutes in the Primed+ condition. Nei-Sults support our initial hypothesis that experientialripse
ther conditions seemed tiring for users. Second, users ignable the user to perceive the full value of adaptive help
both conditions found the queries easier to understand tha#nder realistic circumstances.

users in the Conceptual condition. Finally, users in the

Primed+ condition were able to use their experiential quernys  Conclusions and Future Work

responses as a reference for future responses. Thesk initia

experiential _queries provided users Wit_h a quick feeling fo Traditional approaches to utility elicitation do not seem t
the sequential costs and benefits of using the toolbar. be effective in assessing the preferences of users for inter

Quantitative Comparison We conducted a pairwise face customization and adaptive help design, largely due
analysis between the mean utilities in the Conceptual antP the lack of experiential assessment. We have proposed
Primed conditions, and between those in the Conceptud new experiential elicitation procedure that is well-sdit
and Primed+ conditions. Using Hotellingl¥ statistic, we  to this and related tasks. Our results show that experien-
found that the mean utilities between Primed/Primed+ andial elicitation has several benefits, including: ease of ad
Conceptual conditions are significantly differept< 0.01 ministration from the researcher’s perspective; undetsta
andp < 0.05 respectively). Thus, we rejed{, in both  ing of outcomes from the user’s perspective; and helping
instances. The results of a pairwise analysis using a twoJsers appreciate the sequential nature of interactioen oft
tailed ¢-test with independent means for each outcome ar@verlooked in traditional, “conceptual” elicitation. Wisa
shown in Figure 5. None of the outcomes individually aredeveloped the primed+ procedure to speed up experiential
significantly different between the new conditions and theelicitation while maintaining most of its benefits.

Conceptual condition. In this paper, we focused on eliciting a utility function kit

From Figure 5, we see that the primed means are genethree attributes that model savings and processing cost in
ally lower (¢ score less thaf) than conceptual. In fact, the the context of interface customization. In general, a sser’

t scores for the Primed condition (vs. Conceptual) are alutility function may involve other attributes, depending o
ways lower than the scores for Experiential (vs. Concep- the possible customization actions. For example, an adap-
tual). One explanation for this is the fact that the trainingtive system that hides unused functions cawdissiption
session in the Primed setting gave users a quick estimate & the user's mental model of the application, but reduces

the costs of searching through and evaluating suggestiorigterfacebloat By adopting the methodology illustrated
in this work, analogous experiments can be devised to ex-



perientially elicit user preferences over these attribdioe
interface customization.

[11]

Future plans include gathering more data to potentiall)}lz]

learn a parametric form for the utility functidn(V, L, Q).
Intuitively, our results suggest a quadratic functionaihio

may explain most preferences, but more data is needed
draw definitive conclusions. We are also interested in ex
amining the extent to which a utility function of this form

[13]

184

can be applied more generally to different customizatior[l5]

and help tasks. This would allow for the learning of indi-

vidual user utility models that apply to multiple tasks and [16]

even multiple applications. Finally, we are interestechim t
extent to which lessons in offline elicitation influence the
development of online active elicitation and utility asses

ment strategies, especially the development of behaviorgl 7]

and query response models (e.g., for a POMDP).

Further development of experiential elicitation will régpu

[18]

better understanding of which aspects of the outcomes

make them experientially different (either better or wdrse

from a user’s conceptual prediction. For example, Figure 419]

indicates that, on average, the outcomiel10, ¢4 is actu-

ally not as good as people think after experiencing it. Ong2o;

explanation is that users did not expect much difficulty in

searching for a matching icon4) when neediness is high. [21]

When compared to the mean utility af), 110, ¢4, we see

that users underestimate the value of help when they are
needy. We believe more interesting patterns will unfold in[22]
richer domains (i.e., with more attributes and outcomes)

and with more data.
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